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Background and Motivation 

• Background:

• Challenges: Traditional 3D portrait modeling is time-consuming 

and limited in quality, with rising demand for better 3D 

generation in VR and related fields.

• Technological Advances: Neural rendering and diffusion models 

have advanced, but existing methods still struggle with texture 

consistency and details, often producing artifacts.



Background and Motivation 

• Motivation:

• Need: There is a demand for generating high-quality, realistic 3D 

portraits from text.

• Challenges: Overcoming limitations in geometric detail and texture 

handling, while reducing artifacts.

• Solution: Introduce pyramid tri-grid representation, combining 

GANs and diffusion models to generate high-quality 3D portraits 

from text.



Research Problem 

• Limitations of Existing Methods:

• Current text-to-3D generation methods rely heavily on 

geometric priors, leading to issues with inconsistent and 

unrealistic textures in the generated portraits.

• These methods often suffer from oversmoothing, 

oversaturation, and grid-like artifacts, especially when 

handling high-frequency information.



Research Problem 

• Research Problem:

• How to design an effective joint prior that incorporates 

both geometric and appearance information to generate 

high-quality 3D portraits.

• The method should avoid texture inconsistencies and 

artifacts seen in current approaches, while ensuring 

realism and consistency across different viewing angles.



Main Contribution - 1

• Development of 3DPortraitGAN Generator:

• The authors introduced a 3DPortraitGAN generator, 

which uses the pyramid tri-grid to produce high-quality, 

360-degree full-head 3D portraits, serving as a robust 

joint geometry-appearance prior .



Main Contribution - 1The generator begins with a latent code to produce 2D feature maps in the 2D synthesis 

block, which are transformed into tri-grid representations by the 3D branch. The pyramid tri-

grid is built across layers with different resolutions and aggregated to form the full 3D portrait 

for rendering.

2D Branch:

--2D Synthesis Block: This block is responsible for generating 2D feature maps, which are then 

passed to the 2D output layer. This block operates similarly to the synthesis blocks in 

traditional 2D generation networks, such as those in StyleGAN.

--2D Output Layer: This layer generates 2D feature maps , which are passed into the 3D 

branch. The 2D feature maps contain important information in the generation of the 3D 

representation in the next step.

3D Branch:

--3D-Aware Block: The 3D branch processes the 2D feature maps using a 3D-aware block. This 

block performs an upsampling operation and reshapes the processed feature maps into a 3D 

tri-grid representation.

--Generated Tri-grid: After processing by the 3D-aware block, the feature maps are converted 

into a tri-grid, which stores the color and density information of the 3D portrait. This tri-grid is 

essential for creating a high-quality 3D representation.

Pyramid Tri-grid Generation:The pyramid tri-grid generator generates features at different 

resolutions across multiple layers, progressively building up the final 3D representation. By 

generating tri-grids at multiple resolutions and aggregating them, the system can better 

capture multi-scale details and reduce high-frequency noise and artifacts, resulting in a high-

quality 3D portrait.



Main Contribution - 2

• Text-Driven 3D Generation with Diffusion Models:

• The paper presents a framework that combines diffusion models for 

text-guided 3D portrait generation, refining the results to create 

high-quality, view-consistent 3D portraits from text inputs

• Efficient Optimization Method:

• The authors propose an optimization method using 21 different 

view renders to further improve the quality and consistency of 3D 

portraits 



Main Contribution - 2

The figure illustrates the 3D portrait generation pipeline in Portrait3D, 

combining 3DPortraitGAN and a diffusion model. 

And it clearly depicts each step through arrows and labeled modules, showing the entire process 

from the text input to the generation of a high-quality 3D portrait.

Here's a detailed explanation of each part:

1-Generate:This step begins with a text prompt, where a random 2D portrait image is 

generated using a diffusion model. This serves as the initial input for the 3D 

generation process.

2-Align:The generated random image undergoes an alignment process to ensure it fits 

the standards of the 3DPortraitGAN model. The resulting image is referred to as the 

"Aligned Image."

3-Inversion:Through latent code optimization, the aligned image is projected into the 

latent space of 3DPortraitGAN, resulting in a latent code. This latent code forms the 

basis for the subsequent 3D generation.

4-Pyramid Tri-grid Generation:The latent code is used to generate the corresponding 

Pyramid Tri-grid, which serves as the initial 3D representation of the portrait. The 

pyramid tri-grid contains multi-level features that are aggregated into a full 3D 

representation at different resolutions.

5-Score Distillation Sampling (SDS):On top of the pyramid tri-grid, SDS is applied. It 

uses the knowledge from the diffusion model to optimize the tri-grid. By freezing the 

neural renderer's parameters, the gradients produced by SDS are backpropagated into 

the pyramid tri-grid to enhance the 3D representation.

6-Render 21 Views:The pyramid tri-grid is rendered from 21 different viewpoints, 

chosen based on different azimuth and elevation angles. These views provide a 

comprehensive visualization of the 3D portrait's shape and details.

7-Add Noise and Denoise:Random noise is added to the rendered views, and the 

diffusion model is used to denoise the images. This process helps eliminate artifacts 

and further improves the visual quality of the 3D portrait.

8-Final Optimization:The final step computes the loss between the denoised images 

and the original rendered views, further optimizing the pyramid tri-grid's parameters. 

This ensures that the final 3D portrait maintains high quality and consistency across all 

views.



Main Contribution - 3

• Introduction of Pyramid Tri-Grid 3D Representation:

• The paper proposes a novel pyramid tri-grid 3D 

representation to alleviate the "grid-like" artifacts caused 

by high-frequency information, producing more realistic 

3D portraits 



Main Contribution - 3

This Figure illustrates the effectiveness of the pyramid tri-grid representation in reducing "grid-like" artifacts, divided into four sections:

(a) and (b): These show the results of Score Distillation Sampling (SDS) using the traditional tri-grid and pyramid tri-grid representations without further optimization. 

In (a), the tri-grid results show pronounced grid-like artifacts, while (b) shows that the pyramid tri-grid significantly reduces these artifacts.

(c) and (d): These depict the final results after optimization based on the tri-grid and pyramid tri-grid representations. 

The optimized pyramid tri-grid (d) produces smoother and more realistic images, while the traditional tri-grid (c) still exhibits visible artifacts, although improved.

This Figure highlights the advantages of the pyramid tri-grid in mitigating high-frequency artifacts and demonstrates its capability to produce higher quality, more realistic 3D portraits



The Results of Portrait3D 



Comparative Results - Qualitative 

Comparison This figure provides a visual comparison between Portrait3D and other state-of-the-art 3D 

portrait generation methods, by showcasing examples of generated 3D portraits.

DreamFusion and AvatarCraft both suffer from the Janus problem, where the generated 3D 

portraits exhibit inconsistent facial features from different angles. This issue significantly 

impacts the realism and consistency of the generated portraits.

LucidDreamer shows geometric distortions, resulting in unnatural shapes in the generated 

figures.

TADA produces over-saturated results with distortions, lacking realism.

HumanGaussian and AvatarStudio fail to capture enough detail, resulting in unrealistic 

geometry and appearance.

AvatarVerse also generates portraits with unnatural geometry and appearance.

Advantages of Portrait3D:Compared to these methods, Portrait3D consistently generates 

high-quality, realistic 3D portraits that avoid issues such as the Janus problem, geometric 

distortion, and over-saturation. The portraits generated by Portrait3D maintain consistency 

across different views and exhibit high levels of detail and realism. Additionally, Portrait3D 

demonstrates its ability to generate a diverse range of 3D portraits, including different races, 

ages, genders, hairstyles, and more, showcasing its strength in diversity and detail.

This Figure presents several examples of 3D portraits generated from text prompts (e.g., "a 

beautiful 26-year-old woman wearing a black dress, smiling"). The comparison highlights how 

Portrait3D outperforms other methods in terms of appearance, detail, and alignment with the 

input text prompts.



Comparative Results - Quantitative 

Comparison User Study:

The paper conducted a user study involving participants who evaluated videos 

rendered from 3D portraits generated by different methods. Participants scored the 

portraits based on two criteria:

--Quality: The overall visual quality of the generated 3D portraits.

--Alignment: How well the generated portrait aligns with the input text prompt.

The scores range from 1 to 5, with higher scores indicating better performance.

Fréchet Inception Distance (FID):FID is used to measure the visual similarity between 

the generated images and real images. A lower FID score indicates better image 

quality, meaning the generated images are closer to the real image distribution.

CLIP Score:The CLIP Score measures the semantic alignment between the generated 

images and the input text prompts. A higher CLIP score indicates that the generated 

portraits better match the semantic meaning of the input prompts.

The results show that Portrait3D outperforms other methods in terms of overall 

quality and semantic alignment with the prompts. Across diverse input prompts, 

Portrait3D achieves higher scores in the user study, lower FID, and higher CLIP Scores, 

demonstrating its superiority in generating high-quality and text-aligned 3D portraits.

The paper compares Portrait3D with other state-of-the-art (SOTA) 3D portrait generation 

methods using different quantitative metrics, including user studies, Fréchet Inception 

Distance (FID), and CLIP Score.
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